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1、LOGO要整体使用，不可随意更改比例更换颜色。

2、在黑白背景时（灰度在0%－30%和90%－100%）

    在彩色背景时（纯度在0%－10%）

3、有关LOGO的使用授权问题可咨询法务部、品牌管理部。

TASK
• Question matching aims to predict the semantic

relationship given two questions

MOTIVATION
• Cross-attention is widely adopted for text matching 

• Computes a word-by-word attention 
matrix to obtain alignments between two 
sequences

• Each value of the attention matrix is 
based on just two individual tokens from 
the sequences

• Mostly focus on word-level local 
matching and fail to fully account for the 
overall semantics

• We aim to contextualize cross-attention for better interaction

METHOD
• We propose COIN: a COntext-aware Interaction 

Network

Input Representation
Layer

Context-Aware Cross-Attention Layer
• We want to integrate contextual features C
• We apply a self-alignment layer to aggregate pertinent contextual 

information

Original cross-attention Context-aware cross-attention

This mirrors human behavior that people tend to first read each sentence and
pay attention to the salient contents, and then compare and match two
sentences.

Gated Fusion Layer
• update sequence representations by blending alignments 

EXPERIMENTS
• Datasets: Quora Question Pairs & LCQMC
• Results�

o Better results than non-pretrained methods
o Comparable results with pre-trained Methods with fewer parameters
o 5-run ensemble model outperforms BERT and Sentence-BERT

• Visualization of Attention: • Ablation:

• Accurate matching requires a deeper 
understanding of the two sentences along 
with pertinent linguistic patterns and 
constructions

• We enables the model to consult contextual 
information while computing the attention 
matrix to measure the word relevance

• Yields better contextualized alignments for 
semantic reasoning

• We first compare the original
representations and the aligned ones
from difference perspectives

• We use gate operation to enable the
model to flexibly incorporate aligned
features by controlling gates;

• Gate operation is similar to a skip 
connection in mitigating the 
additional model complexity coming 
from the deeper structure

- model learns to refine the alignments from
low-level to high-level;

- the structured phrase such as " what do you 
think of " is also connected.

- Ablation results confirms the
effectiveness of each module;

- Removing context-aware
alignments brings perform
decrease on both datasets.

Context-aware
Interaction Layer

Pooling & Prediction
Layer

Aggregation Layer

Contextual features (!" & !#) of two
sequences are directly considered when
computing the attention matrix


