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Background & Motivations

• Large vision language models (VLMs) have demonstrated 
remarkable intelligence across diverse tasks;

• Can they understand human values and make proper decisions to
handle human-centered situation?
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Background & Motivations

Perception Reasoning & Comprehension Action

Decision Making:

Human values as fundamental principles that 
guide the process.



VIVA Benchmark

• A pioneering benchmark aimed at evaluating the vision-grounded 
decision-making capabilities of VLMs with human values for real-
world scenarios.

• A collection of 1,240 images depicting 

diverse real-world situations.

• Each image includes annotations 

detailing potential courses of action, 

relevant human values influencing 

decision-making, and accompanying 

rationales.

• Six in-house annotators participate in

the annotation process.



VIVA Benchmark: Task Design

• Level-1 Task on Action Selection：

Given an image representing the situation, along with a question and five options 

for potential actions, the model is tasked with selecting the most suitable option.



Level-2 Task: Value Inference

Duty of care: Taking proactive measures to prevent harm 
aligns 
with a duty to care for others.

Promotion of recreation: Encouraging outdoor activities and 
sports.

Level-2 Task: Reason Generation

Action C is preferable because it appropriately prioritizes the 
safety of individuals who may be unknowingly at risk without 
putting the helper's own safety in jeopardy, adhering to principles 
of caution, community care, and personal risk management.

VIVA Benchmark: Task Design

• Level-2 Task on Value and Reason Inference：

We require the models to base their decisions on accurate human values and 

provide appropriate reasoning to justify the action selection in Level-1.



Evaluation Metrics: Single Task

• Level-1 Task:

- Accuracy

- Random guesses - 20%

• Level-2 Value Inference:

- Accuracy

- Random guesses - 50%

• Level-2 Reason Generation:

- Semantic Score: Average of BERTScore & BLUERT

- GPT Based Score (1-5)

A model is assessed only on Level-2 samples for which 

the corresponding Level-1 answers are correct.



Evaluation Metrics: Combination Scores

• Action – Value Score ( )

- Evaluate the overall performance of both Level-1 and Level-2 tasks for 

action selection and value inference;

- The product of the individual accuracies for action and value.

• Action – Reason Score ( )

- Evaluate the overall performance of action selection and reason generation;

- Considers correctly predicted labels of action selection that achieve a GPT 

score of the generated reason equal to or greater than n as correct.



Results & Analyses

• Commercial models typically yield better results than open-sourced models;

• Yet the SOTA model (GPT4-V) still faces challenges on this task.



Results & Analyses

• Predicting Consequences in Advance Can Improve Model Action Selection

We incorporated consequences predicted by
different models, including our finetuned Llama
predictor.

- GPT4 predicted consequences can bring

improvements;

- Smaller models often cannot accurately 

predict consequences;

- Our finetuned Llama predictor is useful.



Results & Analyses

• Incorporation of Relevant Values Enhances Action Selection

• We include values inferred by different models to enhance action selection;
• Incorporating both oracle and GPT-generated values is useful;
• Open-source VLMs still face challenges associating situations with relevant human values.



Results & Analyses

• Error Analysis



Conclusion

• A pilot study on the task of vision-grounded decision-making with human 

values;

• A multimodal benchmark covering a wide range of situations, with annotations 

of actions, underlying human values, and reasons;

• Extensive experiments about VLM performance for our task and thorough 

analyses.



Thank You!

Github Repo:

https://github.com/Derekkk/VIVA_EMNLP24
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