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1、LOGO要整体使用，不可随意更改比例更换颜色。

2、在黑白背景时（灰度在0%－30%和90%－100%）

    在彩色背景时（纯度在0%－10%）

3、有关LOGO的使用授权问题可咨询法务部、品牌管理部。

Motivations
Neural Language Models have achieved promising results
and can generate fluent texts
However, neural LMs still suffer from incoherence issues
for long-form text generation

1) Neural LMs lack effective text planning
Traditional Text Generation Architecture Current Token-level Neural Language Model

2) NLL objective does not guarantee output coherence

PLANET
a novel text generation framework that dynamically 
performs content planning and surface realization in 
autoregressive Transformers

Dynamic Content Planning

Produce a latent representation
( ) as global semantic plan

S!p 1: !xt planning

Generate sentence words ( )
conditioned on the plan

S!p 2: surface realiza"on

dynamic

Latent Representation Learning

• We introduce a latent representation (SN) for each target
sentence as sentence-level semantic plan

Latent representations are
grounded with bag-of-
words (BOW) of target
sentences to reflect the
global semantic plan

Overview of PLANET

Coherence-based Contrastive Learning
We drive our model to learn a preference of coherent 
outputs over incoherent ones, and further generates more
coherent outputs.
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Negative samples tackling different coherence aspects

1. SHUFFLE
§ Shuffle target sentences
ü Sentence ordering

2. REPLACE

§ Replace 50% target sentences
ü Content organization

3. DIFFERENT
§ Use a different target from

corpus
ü Topical relevance

4. MASK
§ Mask keyphrase words and

fill masks with BART
ü Keyphrase usage

positive score

negative score

Tasks

Unfortunately, public funding for elections would be 
easy for corporations to tap into. Also, monied 
interests have a large influence on our government…

§ Input: OP title
§ Output: high-quality arguments
§ 56.5K sample

• Counter-argument Generation

§ Input: Title
§ Output: Article
§ 57.6K sample

• Opinion Article Generation

• Automatic Evaluations

Results
BLEU-2 / ROUGE-2 (r) / METEOR

• Coherence Evaluations • Human Evaluations

Conclusion
A generation framework that dynamically conducts text
planning and surface realization in autoregressive Transformers

Coherence-based contrastive learning with different negative
constructions to further improve output coherence

Experiments on counter-argument generation and opinion
article generation show the effectiveness of our PLANET model

We insert a special token [SN] before each target sentence


