MOCHA: A Multi-Task Training Approach for Coherent Text
Generation from Cognitive Perspective
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Motivations

* How model generates texts? * How human write?
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Cognitive Process Theory of
Writing (Flower and Hayes,
1981): “Writing is best
understood as a set of
translating  djstinct thinking processes

which writers orchestrate or

organize during the act of
reviewing composing”
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 Training Objective: maximize log-likelihood of each token
* Inference Time: generate next token autoregressively

planning

e Lacks anchored goal to constrain the token-level generation process
=" Coupling the whole set of writing tasks all at once is hard to learn

- We introduce a multi-task training approach that empowers model to learn essential subskills needed for writing.

Method

* MOCHA: a Multi-task training apprOach for CoHerent text * Narrative Story
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e Multi-Tasks

@ End-to-end Generation Task: The same as the typical training

e Automatic Results

. . . Reddit/ChangeMy View Wikiplots New York Times
obJectlve to generate d target from source mput;
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- Use ordered keyphrase chain to represent text plans
- w/ SepGen.: Generate outputs using decomposed tasks rather than E2E generation in inference.

Reviewing Tasks . ..
) 8 Our model achieves significantly better results on all tasks.

- Revise Task: aims to empower the model to edit the flawed outputs;

- Distinguishing Task: Requires the model to distinguish the original e Few-shot Performance
output from the distracted ones given an input .. Reddit/ChangeMyView . Wikiplots . New York Times
- Construct negative samples by randomly shuffling sentences or ) =T - e =D \\
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* Training samples of the augmented tasks can be constructed automatically Our MTL is effective for scenarios with fewer samples.

 Human Evaluations
Task Gram. Coh. Rich. Over. Our approach

* Joint Training

- For training, we jointly train the aforementioned objectives Reddit/CMV  70.0% 717% 66.7% 76.7% can 'Ieamkgl)lenergl

with shared parameters to reinforce the writing ability NYT 683% 734% 55.0% 65.0% writing skifls an
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- For inference, we leverage the E2E generation task to produce Averaged % of times our model are |

final outputs. considered better than T5

O https://github.com/Derekkk/Mocha-EMNLP22



