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1、LOGO要整体使用，不可随意更改比例更换颜色。

2、在黑白背景时（灰度在0%－30%和90%－100%）

    在彩色背景时（纯度在0%－10%）

3、有关LOGO的使用授权问题可咨询法务部、品牌管理部。

Motivations
• How model generates texts?

Cogni&ve Process Theory of 
Wri&ng (Flower and Hayes, 
1981): “Wri8ng is best 
understood as a set of 
dis8nct thinking processes 
which writers orchestrate or 
organize during the act of 
composing”

• How human write?

- We introduce a mul%-task training approach that empowers model to learn essen3al subskills needed for wri3ng.

Method
• MOCHA: a Mul&-task training apprOach for CoHerent text 

generA&on grounded on cogni&ve theory of wri&ng

① End-to-end Genera-on Task: The same as the typical training 
objec4ve to generate a target from source input;

② Decomposed Genera-on Tasks
- Text Planning: produce structured plots as high-level plans from input;
- Surface Realiza-on: Teaches the model to properly reflect the text 

plan in the final target;
- Use ordered keyphrase chain to represent text plans

③ Reviewing Tasks
- Revise Task: aims to empower the model to edit the flawed outputs;
- Dis-nguishing Task: Requires the model to dis4nguish the original 

output from the distracted ones given an input
- Construct nega4ve samples by randomly shuffling sentences or

replacing keyphrases of targets

• All tasks are converted into text-to-text transfer format with a task prompt 
prepended to the source input

• Training samples of the augmented tasks can be constructed automatically

• Mul$-Tasks

• Joint Training
- For training, we jointly train the aforemen4oned objec4ves 
with shared parameters to reinforce the wri4ng ability

• Narra*ve Story

• Opinion Ar*cle

- For inference, we leverage the E2E genera4on task to produce
final outputs.

- Input: 4tle
- Output: story

- Input: 4tle
- Output: opinion ar4cle

• Argumenta*on
- Input: a statement
- Output: counter-argument

Dataset

We also include topical keyphrases
extracted from output as guidance 
outline (Rashkin et al., 2020)

Results
• Automa'c Results

- w/ SepGen.: Generate outputs using decomposed tasks rather than E2E genera:on in inference.

• Few-shot Performance

• Human Evalua'ons

Averaged % of ,mes our model are 
considered be5er than T5

⭐ Our model achieves significantly beKer results on all tasks.

⭐ Our MTL is effec4ve for scenarios with fewer samples.

⭐ Our approach 
can learn general 
wri4ng skills and
produce beKer
outputs.

https://github.com/Derekkk/Mocha-EMNLP22

• Training Objec,ve: maximize log-likelihood of each token
• Inference Time: generate next token autoregressively

Lacks anchored goal to constrain the token-level genera3on process
Coupling the whole set of wri3ng tasks all at once is hard to learn!


